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1. INTRODUCTION

There are several results in the literature on the problem of accelerating
the convergence of alternating series. See, for example
[3-9,12,14-19,21,22,24]. Knopp's book [I8] contains a chapter on the
problem and Brezinski's monograph [8] contains many further references.
Much emphasis has been given to what can be done with one series. Here we
shall state a problem in a way that encompasses a wide class of alternating
series, and obtain the best possible results for this class.

We consider the class of alternating series, L~=o(-l)nan' where {an} is a
moment sequence: that is, when an = ntnd~(t), where nId~(t)1 < 00 (ornId~(t)1 ~ I). We shall also consider subclasses in which an = ntnlfl(t) dt
with lfI E U (I ~ q ~ (0). We permit ~ (and lfI) to be complex valued.

Our main class includes those series obtained from totally monotone
sequences {an}: that is, whenever Akan~ 0 for all n ~ 0 and all k ~ 0, where
AOan=an, AIan=an-an+1 and Akan=A I (Ak-Ian). Such series are
considered by Bilodeau [4] and Grosjean [12].

Brezinski [8] defines a sequence {s n} to be totally oscillating if the
sequence {(_l)nsn } is totally monotone. He also shows that a convergent
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totally oscillating sequence must converge to zero. Our class includes those
convergent alternating series whose sequence of partial sums {sn} satisfies
the condition" {s n - s} is totally oscillating," where s is the sum of the series.

For those alternating series which are convergent, we ask the question:

"What is the best approximation to the sum that can be
obtained from the first n + 1 terms ofa series in the class?"

This leads naturally to consideration of triangular matrix transformations
and, indeed, the majority of the results in the literature are of this type. These
results have all concentrated on sequence-to-sequence matrix transfor­
mations. We have discovered that it is better to consider first a series-to­
sequence matrix transformation, answer the question, and then deduce the
corresponding, and more usually employed, sequence-to-sequence matrix.

For the remainder of this section, we give the notations to be used
throughout this paper.

Let C = (cn •k ) be a series-to-sequence triangular matrix (summability
method). Thus Cn,k = 0 whenever k > n. Define

Thus

n

an = ~ cn.k(-I)kak
k=O

and
n

yn(t) = "" Cn.ktk.
k=O

Also

where

.1 n .1

an = j ~ cn.k(-I)k tk d~(t) = I Yn(-t) d~(t).
o k=O '0

n .. 1 n 1

::: (-I)kak = I ::: (-llt k d~(t) = r (1 + t)-1 d~(t) + rn,
k=O '0 k=O '0

1

rn=(-I)n ( tn+ I(1 +t)-Id~(t).
"0

Whenever the series L:;:"=o(-l)kak is convergent, we have that ~ is
continuous at 1, and so that rn ---> 0 as n ---> 00, yielding that

oc' .1

::: (-I)kak =j (l+t)-ld~(t).
k=O . 0

Define
.1

S = I (1 + t)-I d¢(t),
'0



so that

and so

ALTERNATING SERIES

1

Gn-S= r {Yn(-t)-(I +t)-'}d¢(t),
'0

.1

IGn-sl~ max IYn(-t)-(1 +t)-'I·j Id¢(t)l·
0<;;1<;; 1 '0
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We consider, without loss of generality, the class in which n1I/I(t)1 dt ~ 1.
By taking the supremum over this class, we obtain that

For the subclasses given by nII/I(tW dt ~ I, we have

where lip + Ilq = 1.
Thus we define the error for the row of order n of the matrix C, operating

on the first n + I terms of the series in our class to be

(1 ~ p ~ (0).

For each n, the best approximation occurs when this error is minimal: that
is, we minimize er,;' by letting Yn vary over the class of polynomials of degree
n.

Let B = (bn•k ) be the sequence-to-sequence matrix (summability method)
that corresponds to the series-to-sequence matrix C = (Cn,k) given above.
Thus

n n k n n

(J = '" b '" b '" (-I y' - '\~ (-I y' '\~ bn n,ksk= n,k_ aj -_ aj _ n,k'
k~O k=O j=O j=O k~j

so that
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where Yn(O) = Pn(l) is the row sum of the row of order n of the sequence-to­
sequence matrix B.

In the sections which follow, we obtain the best approximations in the
cases p = 00 and p = 2. In a forthcoming paper, Fiedler and Jurkat [11]
obtain the best approximation in the case p = 1. In all cases, it will be shown
that

where A. = 3 - 2 VI and cp is a constant depending only on p. We show that
Coo = 1/4 and c2 = A. .,[ii/2. Fiedler and Jurkat show that c1 = 4.1. 2. Note that

Coo = 0.25> Cz~ 0.152> C 1 ~ 0.118.

Since e~P) is an increasing function of p, it follows that the quotient e~P)/A. n

varies within fixed positive bounds. However, as of now, neither the
asymptotic for the error nor the corresponding best matrices are known for
p E. {l, 2, 00 }.

2. SOLUTION TO THE PROBLEM WHEN P = 00

We have

In order to minimize this expression as Yn varies over the class of
polynomials of degree n, we must find the best L 00 polynomial approx­
imation to (1 + t) -lover the interval [0, I]. The solution to this problem is
known, due to Cebysev [26] and can be found, for example, in Akhieser's
book [2]. Thus we can calculate each row of the corresponding matrices C
and B, and the minimal value of e~oo). It turns out that these matrices are
particularly nice and can be determined explicitly. They are, in fact, regular
summability methods. We shall also investigate (in Section 5) the asymptotic
behaviour of the matrix B and find the Gaussian distribution to which it is
asymptotic.

LEMMA 2.1 (Cebysev). The best L 00 polynomial approximation to
(t-a)-I, with a> 1, over the interval [-1,1] is given by

where
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with
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a=a-(a2-1)1/2<1

and

Further, the error in this approximation is

M= max l(t-a)-I - Pn(t)l.
-1</<1

In our problem, a = 3, a = 3 - VB: we then set t = 1 - 2x and multiply
the resulting expression by -2 to obtain Yn(-x), and, a!ortiori, the row of
order n of the matrix C. The error, in our case, is then M/2.

For the rest of this paper, let A. = 3 - VB. Observe then that

e~oo)(C)= A. n/4.

We also have that

1
tfJo(t) = 16 {(A. - V)2 +(1- A.V)2}/{(1- A.v)(A. - v)f

1=16 {(v + v-I)(A. +A. -I) -4}/{v + V-I -A. -A. -I}

1 3 1
=8(at-l)/(t-a)=8+ t-3'

Thus Yo(-x) = ~ = Yo(x).
For n ~ 1 we have

vn
(:~;v )+ V-n (~~A.L~ )

= {(v n + I +V-n -I) _ 2A.(v n + v -n) + A. 2(V n - 1 + V-n + I)}/{2A.(t - 3)}.

We define Wn + I(t) = {(v n + 1 +V- n - 1) - 2A.(v n + v -n) + A. 2(V n - 1+ V-n+ I )}/2.
Recalling that the Cebysev polynomial of degree n (the best L 00 polynomial
approximation to x n +1 over [-1,1]) is given by Tn(t)=(v n +v- n )/2, we
obtain that

It follows that Wn + I is a polynomial of degree n + 1. Thus
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and so
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Since it is known [20] that

and

we deduce that

2 _ ~ n(n + k - 1)! k

Tn(l + x) - k70 (n _ k)! 2k! (4x) ,

and so we can obtain Wn+ 1(1 + 2x) and Yn(x) explicitly.
However, it is more convenient to obtain the rows of the corresponding

sequence-to-sequence matrix B. We observe that

It now follows, for 0 ~ k ~ n, that

_ ,1,n-122k-J \ (n+k+ 1)
bn.k - k+ I /(n+ 1) n-k

(
n+k ) (n+k-l)1- 2An n _ k _ I +A2(n - 1) n _ k - 2 \

An-122k-2(n+k-l)!

= (n - k)! (2k + 2)! ,1,n.k'

where

,1,n.k=(n+ 1)(n+k+ l)(n+k)

-2,1,n(n+k)(n-k)+,1,2(n-1)(n-k)(n-k-l)

= ..1,(4 J2(jfn + 1) k2+ 2(4 VIn 2+ 9n + 2 J2) k

+ 2n(2n 2 + 4 VIn + 3)}.

(Binomial coefficients (~) with /1 < I' have, of course, value 0.)
Thus bn.k > 0 whenever 0 ~ k ~ n so that B is a positive triangular matrix.
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We also observe that

~ b =y(O)=I_,l.,n-lWn+I(I)
'- n.k n 16
k=O

,l.,n-l(I_,l.,)2
=1------

16
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,l.,n
=1---+1

4
as n -+ 00 since 0 <,l., < 1.

Further, an application of Stirling's formula yields that limn-->oo bn•k = 0 for
each k.

It now follows from Toeplitz's theorem (see, for example [13, p. 43]) that
B is a regular matrix (that is, it transforms convergent sequences into
convergent sequences and preserves the value of the limit).

3. ApPROXIMATION RESULTS IN L 2

In this section, we develop results concerning the best L 2 polynomial
approximation to (t - a) - lover the interval [-I, I], where a > I, so that we
have a result analogous to Cebysev's (Lemma 2.1 above).

LEMMA 3.1. The best L 2 polynomial approximation to (t - a) -I with
a > lover the interval [-I, I] is given by

n

vn(t)=- ~ (2k+I)Qk(a)Pk(t)
k=O

where Pit) is the Legendre polynomial of degree nand Qn(t) is the
associated Legendre function.

Proof It is known that the best L 2 polynomial approximation to a
function f E L 2[-I, I] is given by the partial sum of the Fourier series with
respect to the normalized Legendre polynomials: that is, with respect to
fin(t) = (n + !)1/2Pn(t). We use A k to denote the Fourier coefficient. Then

A
k

= fl fik(u) du
_I u-a

640 13446
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We recall ([lO,p. 181, (34)]) that the associated Legendre function Q,,(x)
is related to the Legendre polynomial by

Thus

Hence

In order to obtain the second formula, we use two known results.

(A) L:Z=o(2k+ 1) Pk(t)Pk(x)

= «n + l)/(t-x)){P,,+I(t)Pix)-P,,(t)P,,+I(x)}

(the Christoffel-Darboux formula-[ 10, p. 179, (10)]).

(B) P"+I(x)Qix)-P,,(x)QII+I(x)=l/(n+l) ([10, p.l72, (26)]
with a = f3 = 0).

Thus

=~ /,1 P"+I(t) P,,(u)-P,,(t) PII+1(u) du
2 '-I (t-u)(u-a)

n +1 I .1 (1 l)= 2( ) P,,+I(t)J --+-- P,,(u)dut-a _I t-u u-a

(using (A))

.1 (1 1) I-P,,(t) ' --+-- P"+I(u)du
'_1 t-u u-a

n + 1
= t-a {P"+I(t)(Qit)-Q,,(a))-P,,(t)(Q"+l(t)-Q"+I(a))}

and the result follows by using (B).
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LEMMA 3.2. The error in the best L 2 approximation to (t - a) -1 with
a > lover the interval [-1, 1] is given by

En = (n + 1) J2(a 2 - 1)-1/2

X {Qn(a) - aQn+ lea)} 1/2 {Qn(a) - a-IQn+l(a)} 1/2,

where a = a - (a 2- 1)1/2.

Proof From the Parseval equation we obtain

I n

(En)2 = I (t - a)-2 dt - I (A k )2.
-I k=O

But

I

=f (t-a)-2dt+(n+l)
-I

Xfl Pn(t)Qn+l(a)-p~+I(t)Qn(a)dt,
_I (t-a)

from which it follows that

We now use the recurrence relation for Qn ([ 10, p. 179, (12); p. 181, note at
top]),

(1- a2) Q~(a) = n{Qn_l(a) - aQn(a)}

= (n + 1){aQn(a) - Qn+ I(a)}

to obtain that

2 2(n + 1)2 2 2
(En) = a2-1 {(Qn(a» -2aQn(a)Qn+l(a)+(Qn+l(a» }

2en + 1)2 -I
= a2 _ 1 {Qn(a) - aQn+l(a)}{Qn(a) - a Qn+ I(a)}.

LEMMA 3.3. For a > 1,
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as n --> 00, where c(a) is a constant depending only on a and
a=a-(a 2 -1)1/2.

Proof We shall make use of Watson's lemma ([23, p. 71; 27]) which
asserts that if q(t) is defined and real for t ~ 0 and satisfies

,OJ:)

q(t) '" '\' qkt(k+i-j\/j
k=O

as t --> 0+, where i and j are positive constants, then

as x --> 00 provided that the integral exists for all large x.
From [10, p. 181, (32)], we obtain that

·CIJ

Qn(a) = I {a+(a2-1)1/2coshxl-n~ldx.
'0

e t dt = a(a 2
- 1) 1/2 sinh x dx = dxjq(t),

·CIJ

Qn(a)=a n+ 1 I e-ntq(t)dt.
'0

Now 1 - 2aa + a 2 = 0, and e 2t
- 2aaet + a 2

'" 2t(1 - aa) as t --> 0+. Hence

q(t) = (2t)-1/2(1 - aa)-1/2 (1 + k;[ qk tk )

The result now follows from Watson's lemma.

LEMMA 3.4. In the notation of Lemma 3.2,

E yin n+1
n= (a2 _1)1/2 a

Proof. From Lemma 3.2,

as n --> 00.
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From Lemma 3.3,
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and

from which the result follows.

4. SOLUTION TO THE PROBLEM WHEN P = 2

We have

In order to minimize this expression as Yn varies over the class of
polynomials of degree n, we must find the best L 2 polynomial approximation
to (1 +t)-l over the interval [0,11. This problem we have solved in
Section 3 above. Thus we can again calculate each row of the corresponding
matrices C and B, and the minimal value for l:~2). Again it turns out that
these matrices are particularly nice and can be determined explicitly. They
are again regular summability methods. We shall also investigate (in
Section 5) the asymptotic behaviour of the matrix B and find the Gaussian
distribution to which it is asymptotic.

We require then the best L 2 polynomial approximation to (1 + t) - lover
the interval [0, 1]. Let

Thus

.1 .1

!IYn(-t)-(1 +t)- 1
1
2 dt=2 j Ivn(x)-(x-3)-112dx.

'0 '-1

So we may apply the results of Section 3 to obtain that
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From Rodrigues' formula, we obtain that

= ~ (~)(n:j)ti.
]= I J J

Thus we can obtain Yn explicitly.
We also have, from Lemmas 3.2 and 3.4,

e~2)(C) = AfAn (1 + 0 (+) )
_AV1c An

2

(A = 3 - 2V2)

as n -+ 00.

We recall that e~OO) - An/4 and, observing that A. Vii =i= 0.152, we see that
there is a small (and insignificant with respect to the exponential, An)
reduction in the constant.

Again we shall obtain the rows of the more convenient sequence-to­
sequence matrix B.

Recalling that tflit) = yn(O) + (t - 1) Yn(t) and observing that Yn(O) =
1+ (n + 1){Qn+l(3)- Qn(3)}, it follows that

n
'\' b k=..... n.k t ,
k=O

say. From the formula

Qi3) = r {3 + 2 V2 cosh t} -n-I dt
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it is easy to see that {Qn(3)} is a decreasing sequence. Thus the matrix B is a
positive triangle. The sum of the row of order n is YiO), and we have

Yn(O) = 1- (n + I){Qn(3) - Qn+I(3)}

-+ I as n -+ 00.

Further, an application of Stirling's formula yields that limn_ex:> bn,k = 0 for
each k.

It again follows from Toeplitz's theorem that B is a regular matrix.

5. ASYMPTOTIC EXPANSIONS OF THE BEST MATRICES

In this section we show that both the best L ex:> matrix and the best L 2

matrix obtained above give rise to Gaussian distributions of the form

bn,k = J:n exp(-ch
2
jn) )1 + 0 (+) + 0 (~:) I

for IhI~ On with some 0 E (0, I), and large n, where

k = k n + h = dn + £5 + h,

We call c, d and £5 the parameters of the asymptotic which are to be
restricted as follows:

c> 0, 0< d < I, £5 real.

Compare, for example [13, Sections 9.1 to 9.3].
For this section we adopt the following notation. The best L OC) matrix can

be written as

b(ex:» _ A. n2 2k
-

2(n + k - I)! A. (ex:»
n,k - (n _ k)! (2k + 2)! n,k'

where

A.~~) = 4 J2(J2n + I)P + 2(4 J2n 2 +9n + 2 J2)k

+ 2n(2n 2 + 4 J2n + 3).

And the best L 2 matrix can be written as

b(2) = (n + I ) (n + k + I ) A(2) ,

n,k k + I k + I n,k
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In order to find the asymptotics, it is convenient first to set
k=n(l +t)/.Ji, where It I is relatively small. We use Stirling's formula in
the form

log r(an + fJ) =+log 27r - an + (an + fJ - +) log(an) + 0 ( ~) .

First we shall consider the L 00 case. We have that

+ 0 (~).

We can compute similar expressions for log(n - k)! and log(2k + 2)!.
Collecting then yields

1 7 5
- -log 7r - -log n - n log A- n V2log 2 - - log 2
224

+ t (-.Ji log 2 - ~ ) + t2 (-.Jin + 1
4
1) + O(nt 3

) + 0 ( +) .
We further have

and

log A"2 2k
-

2 = n log A- 2 log 2 + n .Ji(l + t) log 2.



ALTERNATING SERIES

Thus we obtain that

log b~'1) = log~ - ++t2 (-/2n + ~) + O(nt3
) + 0 ( +)

= log _2
3
_/4 + (~- Jin) \1 1__ /

2

yI1iic 2 I 4(5/2 - Jin) \

+ 0(nI 3
) + 0 (+)

= log~ - 2 Vii ,2 + 0(nr 3
) +0 (+),

411

where, = 1 + 1/4/2 n. Hence the parameters for the L 00 asymptotic are

In the L 2 case, we proceed in a similar way and obtain that

131
log A.~:1 = Tlog 7r +"4 log 2 +Tlog n + (n + 1) log A.

t t
2

( 1 )+---+0(nt3 )+0 -
2 8 n

and that

10 (n + I ) (n + k + 1 )
g k+1 k+1

= -log 7r - log n - (n + 1) log A. +1(2 /2 - 4)

+1
2(-Jin + 2 Ji) + 0(nt 3

) + 0 (+)
so that
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where r = t + (4 Vi - 7)/4 J'in. Hence the parameters for the L 2

asymptotic are

~=_ (4y2-7) =__1 .
8 . 5.96

We see that the asymptotics differ only in the parameter /J. The maximum
position for the L 2 distribution occurs slightly to the left of the maximum for
the L 00 distribution.

6. COMPARISON WITH KNOWN MATRICES

There are two matrices occurring in the literature, which are effective for
accelerating the convergence of convergent alternating series. One is the
Euler matrix, (E,q). (See, for example [13,p.178].) The matrix (E, 1) is
widely used in numerical analysis. The other matrix is called the Cebysev
matrix and was introduced by Bilodeau [4]. In this section we compute the
L 00 errors for these matrices and their corresponding asymptotic parameters.

The Euler matrix (E, q) is generated by

so that

f3 (t)= (q+t)n
n q + 1

(q> 0)

(0 ~ k ~ n).

From the relation (l-t)Yn(t)=f3n(l)-tf3n(t), we obtain that

For the (E, q) matrix, we then have

t I tin
£,(oo)(E q) = max q -

n , 00;;10;;1 (1 + t)(l +qt

Let mit) = t(q - t)n( 1 + t) -I for 0 ~ t ~ 1. The critical points for mn(t) are
t= 0, t= 1, t=q and t= tn' where 2ntn= {1 + 2n(1 + 2q) +n 2

}1/2 - 1- n.
Thus
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But tn= qln + O{lln 2
) so that

mn(tn) qn+ 1 (1 - lint ~ 1 + 0 ( n1 ) I
(1 +q)n = n +q (1 +qY I

= :e (1 ~ qr ~1+ 0 (~ ) I as n-+ 00.

Thus, for large n,

413

(oo)(E ) _ (1 - qY
en ,q - 2(1 + q)n

and

for 0 <q ~ 1/2

for q > 1/2.

This immediately gives that (E, 1/2) is the "best" Euler method and that the
minimal error is

.,(oo)(E !) _ !(!)n
"n '2 - 2 J •

To find the asymptotic expansion, it is convenient to first set k =
n(1 + t)/(I +q). Then, using Stirling's formula we obtain that

I+q t(1-q) 2\-n l+ q2 1
log bn.k =log ..j2qnn + 2q + t I 2q + 4q 2 \

+ O(nt
J

) + 0 C)
= log~ - 2

n
r

2 + O(nr
J

) + 0 (~) ,
2qnn q n

where r = t - (1 - q)/2n. Hence the parameters for the (E, q) asymptotic are
(in the notation of Section 5 above)

(I +qfc- .- 2q .
I-q

CJ=--.
2q

Compare Theorem 138 in [131.
The Cebysev matrix T is generated by

so that

b _ 22kn(n+k-I)!
n,k - (n - k)! 2k! T

n
(3)
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Thus

First we note that
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Further

e(oo)(T) $:. maxo.;;t< 1 ITil - 2t)1 = max_ 1';;x< 1 ITn(x)1 = I
n ~ 2Tn(3) 2Tn(3) 2Tn(3)'

Thus

as n -+ 00.

Comparing this error with the error for the best LX matrix, we see that it
only lacks the factor 1/4. Therefore T is an excellent matrix for applications,
and indeed is much better than any Euler matrix.

To find the asymptotic for T, it is again convenient to first set k =
n( 1 + t)J /2. Then, using Stirling's formula, we obtain that

2
3

/
4

t ( 7 ) ( 1logbn •k = vrm+ T + t2 -ny2+4 +O(nt3)+O n)
2

3
/
4

( 1 )
= log .,filii - n \12 r

3 + O(nr
3

) + 0 n '
where r = t - 1/4 /2n. Hence the parameters for the T asymptotic are

d= 1/y2: fJ = 1/8.

It is interesting to note that these parameters differ from those for the best
L 00 matrix and for the best L 2 matrix only in the parameter 0. Note that here
0= 1/8 whereas for the best L matrix, 0 = -1/8.

7. TRUNCATED EULER METHODS

We first note that the efficiency of the best methods obtained above is not
controlled by their Gaussian distributions, since we can imitate such a
distribution for an Euler method, (E, q) with q = 1//2. This gives
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1
. r-l = V2- 1 =i= 0.41421 >A= 3 - 2 V2 =i= 0.17157.

l+y2

415

We show below that we can improve the error for Euler methods by trun­
cating the matrix. However, the best truncated Euler method is not as good,
asymptotically, as the Best methods obtained above.

Let n = /l + v with /l = ev, so that n = (I + (})v. Thus

n 1 - (-t)u +<'+ 1
'\' (_t)k = __---'--__
;=0 1 + t

and the (E, q)-transform of order v is then

(
_q )" ~ (V) q-k (I - (_t)U+k+l)
1 + q ;:0 k 1 + t

= _1 11 _ (-t)I' + 1 (q - 1 ) ''I.
l+tl q+1 \

Thus

I

t (q-t)"1e(oo) = max __ tU -- •

n o<I<II+t q+l

For simplicity, we consider the modified error given by

I (q-t )"1 I(tfl(q_t»)I/(I+fI)l
n

1/ = 1/(00) = max tU -- = max
n 0<1<1 q+ 1 0<1<1 q+ I

First we note that if () =0, then

l-q-, II-ql!(1/)I/n = max
q+l q+1

I-q

I+q

q

I+q

These are consistent with results in Section 6 above.
From now on, we assume that /l ~ 1 so that 8> O. Let u(t) = tfl(q - t)

(t ~ 0). Thus u'(t) = 0 if and only if t = 8q/(1 + 8). Therefore, there are three
cases to consider:

640/34/4· 7
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(A) q> 1 with 1 ~ Oqj(l + 0),

(B) (}qj(l + 0) < 1 ~ q,

(C) 0 <q < 1.

Case A. Let yet) = 2t fJ (q - t) - (q + 1)(1 - t). Since Oq - 1 - 0~ 0,
y'(t)=2t fJ

-
1(Oq-t-Ot)+q+ 1, and y(1)=2(q-l»0, it follows that

yet) > 0 for 0 ~ t ~ 1. Thus 1J~~\(E,q) ~ ,,~OO\(E, 1) and e~OOI(E, q) ~
s~a))(E, 1). Therefore this case is of no interest.

Case B. Here we have

(

fJfJ 1/(1 + 9)("r/n = --) ._q-=v(fJ),
1+q 1+0

say. Now

v'(O) 10g(0(1 +q»
v(O) = (1 + 0)2

=0 if and only if () = _1_ (~~ since q ~ 1) .
1 + q 2

Thus the minimal value of (,,)l/n is given by

1 - fJ q
1+fJ=2+q

from which we obtain the best result from fJ = ! and q = 1 yielding

This improves on the result ,,~0Ci) = Oy with fJ = 0 and q -::= 1.

Case C. Here we have

In ~( fJO )1/(1+01 q (l_ q )I/(1+fJ))
(11) / =max -- . --, -- \

l+q l+fJ l+q

= max{v(O), W(fJ)l,

say. Since

w'(O) _ -10&«(1 - q)j(l +q» 0
W(0) - (1 + fN >
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v'(O) 10g(0(1 +q»
V(O) = (I + 0)2
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we obtain that w(0) increases from (1 - q)/(I +q) to I as 0 increases from 0
to 00, and that v(O) decreases from q/(l +q) to qj(2 +q) as 0 increases
from 0 to 1/(1 + q), and then increases to q as 0 increases to 00. We also
have that w(O) = v(O) if and only if

9 ( q )1+9
I - q = 0 I +0 = x(O),

say. Let x(O) = q (by continuity) and note that

x'(O) ( Oq )
x(O) = log I + 0 < O.

Thus x(0) decreases from q to 0 as 0 increases from 0 to 00.

For 0 <q :< i, we now obtain that

(
I _ q ) 1/(1 + 9)

(,,)I/n = __
1+ q

(*)

with the best value at 0 = O. Thus there is no improvement in the error.
For i :< q < I, there is a unique solution of (*), which we call ~. Thus

(,,)I/n = v(O)

= w(O)

for 0 <0:< ~

for ~:< o.

The minimal value (for fixed q) is then given by

(,,)I/n = v(~) = w(~).

To find this, we must solve the transcendental equation

(
q )1/(1+/P)

l_q=~/P ~ ,

which unfortunately has no explicit solution. Standard numerical techniques
yield that the optimal value of q is approximately 0.70297, with
¢=i=0.330017 and (,,)I/n=i=0.269015. This is the best value that can be
obtained using an Euler method. We summarise the results in Table I.
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TABLE I

Method

"Popular" (E. 1)
"Best" (E, ~)

Truncated (E, 1)
Best truncated (E, q)

Best L ex

0.5
0.333333
0,333333
0.269015

0.171573

8. NEW EFFECTIVE METHODS

It appears that the effectiveness of a method is obtained from the
appearance of binomial coefficients of the form (~::Z). We therefore suggest
for computational purposes the Best-L 1 matrix obtained by Fiedler and
J urkat [II] and the matrix given by

We must calculate

(
n + k ),b k = 4k

n. n - k

=0, otherwise.

Now

n, n (n+k)
Til + 2x) = ~ 4 k --k- x k

•
k=O n + n - k

By considering x nTn(1 + 2x) and differentiating with respect to x, we obtain
that

2x
fJn(x) = Tn(1 + 2x) +- T~(1 + 2x)

n

= T n(1 + 2x) + 2xUn _ 1(1 + 2x)

= Un(1 + 2x) - Un- t (1 + 2x),
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where Un(t) is the Cebysev polynomial of the second kind. See, for example
[10, Section 10.11, pp. 183-1871. Thus

fln(l) = Un(3) - Un_1(3)

Tn + 2(3) - 4TH (3) +3Tn(3) '" _A_-_n

8 I+A
as n ...... 00.

Therefore, in order that the method be regular, we must now redefine the
matrix to be

and now

=0, otherwise

We shall call this method U. We must investigate the behaviour of

for tE [-I,ll, or equivalently, I/In(cosO) for OE [O,n]. Now

( () _ cos(n + 1/2)0
I/In cos - cos (}/2 .

But cos(n +~)8 = 0 if and only if 0 = n(1 + 2j)/(l + 2n) (0 ~j ~ n). There
is thus only one zero (at 0 = n) in common with the zeros of cos 012. Also

lim9~"_ I/In(cos 0) = (-It(2n + 1).
For 0 ~ 0 ~ 2nnl(1 + 2n), we observe that cos 012 decreases to

2nn . n 1
cos =s1O 2---

1+2n 2(1+2n):72n+l

(by Jordan's inequality) so that

Il/In(cosO)I~2n+1.

For 2nnl( I + 2n) ~ 0 ~ n, we set ¢J = n - e, observe that

( (J) = (_I)n sin(n + 1/2)¢J
1/1n cos sin ¢J12 '
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and obtain that

Thus

JURKAT AND SHAWYER

I ( 8)1
/' sin(n+ 1/2)(n/(2n+ 1))

l/ln cos "" ---:.--'="":7-'-'-----,---'-'--
Sin n12(2n + I)

sin n/2
sin n/2(2n + 1) ~ 2n + 1.

Following the procedure of Section 5, we obtain that

as n~ 00.

2
3

/
4

( 1 ) ( I )log b".k = IOg..;mr +( y2-2 + (2 -y2n + y2 +4"

+O(n(3) + 0 (+)
2

3
/
4

( I )= log ..;mr - y2n r
2 + O(nr 3

) + 0 -; ,

where

y2 - 1/2
r= (+ 2 fin .

It now foHows that the parameters for the U-asymptotics are

=_(2y2-1)==~
(j 8 . 4.4 .

We see that these parameters differ from the Best parameters only in t5. The
maximum for U Occurs slightly to the right of the maximum for the L <XJ case.

9. CONCLUDING REMARKS

In the cases of Best matrices obtained here, we have given an explicit form
for the entries in the matrices. It is remarkable that these matrices should be
so "nice"-they are in fact positive regular triangles. The individual entries
are very "nice" too. In the L 00 case, the entries can be expressed in terms of
rational numbers and y'2: in the L 2 case, in terms of rational numbers and
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log 2. This latter result follows from the formula (see [10, p. 181, (35);
1, p. 334, 8.6.19]).

[(n+ 1)/21

Qn(x) = Qo(x)Pn(x) - I:
k~1

and the fact that

2n -4k +3
(2k - 1)(n + 1 - k) Pn - 2k + I(X)

1 x + I
Qo(X)=Tlog x-I'

For applications to numerical calculation, we observe that for "smaller"
values of n, the Best methods will give the best results. For example, for the
log 2 series, the Best L OCJ method gives an error of about 1.5 X 10-9 for nine
terms of the series. This compares with an error of about 4.5 X 10 -6 using
the (E, !) method and about 3.7 X 10 - 5 for the (E, 1) method. Thus the Best
methods have considerable practical advantages for computational purposes.
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